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AI has the potential to transform the cybersecurity landscape, presenting both 
new challenges and powerful defensive opportunities. As organizations 
worldwide integrate AI technologies into their operations, threat actors have, in 
tandem, begun exploiting AI to enhance their malicious activities. From phishing 
campaigns powered by LLMs to AI-generated malware that attempts to bypass 
traditional detection methods, attackers are leveraging these tools to overcome 
historical limitations such as language barriers and technical proficiency.

The rapid adoption of AI by malicious actors has accelerated the arms race 
between attackers and defenders, with all the evidence pointing to AI-assisted 
attacks becoming increasingly sophisticated and widespread. However, while 
threat actors exploit publicly available AI systems through jailbreaking techniques 
and use uncensored models to create new threats, the same technology is 
simultaneously empowering defenders with advanced threat detection and 
response capabilities. 

AI and Phishing
One of the most effective ways we have seen attackers use LLMs is in the 
creation of phishing materials, including emails and lure documents. LLMs help 
many attackers overcome a key weakness: that they are non-native English 
speakers who target native English speakers. Many ransomware groups are 
based in Russia and other countries in the Commonwealth of Independent States 
(CIS) and Eastern Europe, but a huge number of ransomware attacks are aimed 
at the U.S., UK, and other English-speaking countries. A lot of espionage activity 
aimed at Western countries also emanates from Russia and other countries 
including Iran, China, and North Korea, where English isn't the first language. 
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A poorly worded email could be the difference between a 
target falling for a lure or a scam—clicking a link or opening 
an attachment—and not. Bad grammar, unusual syntax, 
and strange word choices can often reveal that an email 
author is not a native speaker of the language. LLMs can 
help overcome these issues by offering natural language 
translation, writing emails, correcting grammar, adjusting 
tone, and more. 

In 2021, when LLMs were in their relative infancy compared 
to where we are in 2025, a team from Singapore's 
Government Technology Agency sent targeted phishing 
emails they crafted themselves and others generated by an 
AI-as-a-service platform to 200 of their colleagues. The 
clickthrough rates were significantly higher on the AI-
generated phishing messages than on the human-written 
ones. Given the advances in AI in the last four years, 
phishing messages written by AI have no doubt also 
advanced from that already impressive base.

OpenAI, the maker of probably the best-known LLM, 
ChatGPT, alongside Microsoft, published research into its 
own AI technology in which it acknowledged that it was 
being used by nation-state actors for multiple purposes, 
including to write phishing emails. Among the groups it said 
were using AI to help compose phishing lures were the 
Chinese Charcoal Typhoon group (Funnelweb, RedHotel, 
Aquatic Panda), Iranian state-backed group Crimson 
Sandstorm (Tortoiseshell, Imperial Kitten), and the North 
Korea-linked Emerald Sleet (Springtail, Kimsuky). OpenAI 
and Microsoft said they were able to disrupt this activity, 
which they published about in February 2024. The attackers 
used AI to generate and draft emails to target specific 
groups. 

In January 2025, Google published a report detailing how it 
had seen both Iranian and North Korean threat actors 
attempting to use its Gemini AI software to craft phishing 
emails. Almost one-third of the Iranian threat actor activity 
emanated from Damselfly (APT42), which Google said used 
Gemini for text generation and editing, to craft material for 
phishing campaigns. Google reported AI was used to 
generate content with cybersecurity themes and to tailor the 
output to a U.S. defense organization, "APT42 also utilized 
Gemini for translation including localization, or tailoring 
content for a local audience. This includes content tailored 
to local culture and local language, such as asking for 
translations to be in fluent English." As shown in Figure 1, AI 
can make translations more effective, as users can specify 
the type of tone to use, which is not something platforms 
such as Google Translate can do.

Figure 1:  Asking ChatGPT to Translate an English Phishing-
Style Email into French

Research from Cisco Talos, published in June 2025, points 
out that LLM providers have taken steps to make using 
these tools more difficult for cybercriminals. Most LLMs are 
now built with key safety features, including alignment and 
guardrails:
 Alignment aims to reduce bias in the LLM and ensure it 

generates outputs that are consistent with human 
values and ethics.

 Guardrails attempt to restrain the LLM from engaging in 
harmful or undesirable actions in response to user 
input. 

Most advanced LLMs have protections in place. If, for 
example, you ask ChatGPT to produce a phishing email, it 
will refuse. These guardrails have led cybercriminals to use 
uncensored LLMs and cybercriminal-designed LLMs, as 
well as jailbreaking legitimate LLMs to overcome these 
safety features.

https://www.wired.com/story/ai-phishing-emails/
https://www.wired.com/story/ai-phishing-emails/
https://www.wired.com/story/ai-phishing-emails/
https://openai.com/index/disrupting-malicious-uses-of-ai-by-state-affiliated-threat-actors/
https://www.microsoft.com/en-us/security/blog/2024/02/14/staying-ahead-of-threat-actors-in-the-age-of-ai/
https://services.google.com/fh/files/misc/adversarial-misuse-generative-ai.pdf
https://blog.talosintelligence.com/cybercriminal-abuse-of-large-language-models/
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Figure 2:  ChatGPT and Gemini Refuse to Write Phishing 
Emails

Uncensored LLMs are unaligned LLMs that operate without 
any of these guardrails. One example of this kind of LLM 
that is popular with cybercriminals is WhiteRabbitNeo. This 
LLM says it can support "use cases for offensive and 
defensive cybersecurity," and will write phishing emails, 
offensive security tools, and more. 

Methods have also been published online that allow people 
to strip guardrails and alignment from existing open-source 
LLMs to use them for malicious purposes. There are also 
multiple cybercriminal-designed LLMs, many advertised on 
Telegram, that offer, among other capabilities, samples of 
phishing emails, to create phishing emails, and to create 
realistic phishing pages, SMS messages, and more. 
However, some of these offerings are also scams that 
attempt to scam people out of money for an “LLM” that 
doesn't actually work.

While legitimate LLM developers continue to try to set up 
guardrails to prevent their software being used for malicious 
purposes, cybercriminals also continue to try and find ways 
to abuse this software for their own means. Prompts can 
also be crafted to get the LLM to produce an email that could 
be used for phishing, as shown in Figure 3.

Figure 3:  With Relatively Simple Prompts the Two LLMs Do 
Write Convincing Emails that Could Be Used for Phishing

AI is also being used in phishing-as-a-service (PaaS) 
campaigns and services. Netcraft reported that, in April 
2025, the Dracula PaaS developers updated their phishing 
kit to incorporate generative AI capabilities. "This addition 
lowers the technical barrier for creating phishing pages, 
enabling less tech-savvy criminals to deploy customized 
scams in minutes,” the researchers said. The addition of AI 
simplifies the process of building tailored phishing pages 
with multi-language support and form generation without the 
need for any programming knowledge.

Dracula was already a relatively sophisticated PaaS as it 
allowed users to create custom-built phishing sites, 
including ones that would impersonate niche and regional 
brands. The addition of generative AI into the Dracula PaaS 
allows users to generate address collection phishing forms 
in any language; customize form fields to add additional 
inputs such as postcode, email, and more; translate entire 
phishing forms into local languages; and maintain layout 
and visual styling with minimal manual input. It further 
reduces the barriers to entry for those using the PaaS, and 
means campaigns can be launched faster and customized 
to multiple languages. The fact the fake web pages are easy 
to customize and therefore more unique also means it will 
be more difficult for them to be detected by automated 
software and flagged as malicious.

https://www.netcraft.com/blog/ai-enabled-darcula-suite-makes-phishing-kits-more-accessible-easier-to-deploy
https://www.netcraft.com/blog/ai-enabled-darcula-suite-makes-phishing-kits-more-accessible-easier-to-deploy
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In July 2024, Group-IB published a blog about the GXC 
Team, which was exclusively targeting the customers of 
Spanish banks with its AI-powered PaaS platform. In the 
most up-to-date version of the phishing kit, which was often 
bundled with a malicious Android app, the developers 
integrated an AI feature that allowed other threat actors to 
generate voice calls to its victims based on their prompts, 
straight from the phishing kit. The victims would "receive 
calls purportedly from their bank, instructing them to provide 
their two-factor authentication (2FA) codes, instruct them to 
install apps disguised as malware, or perform any other 
actions desired by the threat actors," the researchers said. 
This demonstrates yet another way AI can be used to make 
threat actors' scams more effective.

AI Makes Life Easier for Phishing Actors

Ultimately, AI and the development of LLMs have had lots of 
advantages for phishing actors: making it easier to craft 
convincing emails, create fake websites, target victims in 
multiple different languages, customize campaigns and 
more, including using AI for vishing (voice phishing) calls to 
trick victims into revealing personal data or one-time 
passwords. The speed at which AI can write, customize, 
and translate emails into different languages makes its 
easier for attackers to carry out a greater number of 
phishing attacks; the more victims they can target, the more 
likely they are to eventually succeed.

AI has lowered the barrier to entry for phishing attacks. 
PaaS services are more straightforward to use and tailor to 
your needs, opening the pool of potential attackers to even 
more, lower-skilled individuals. While LLM developers and 
others attempt to take steps to stop this technology from 
being used for malicious purposes, it is more likely that 
malicious actors will always find some way to use it for their 
own ends. Ironically, the popularity and interest in AI 
software can also be used as a lure by phishing attackers 
who purport to offer downloads of software that has piqued 
public interest to such a feverish degree.

The one positive on the horizon is that AI can also be used 
by defenders to help detect attacks carried out by these 
malicious actors.

AI and Malware Development
Attackers have also attempted to leverage the capabilities of 
AI to develop malware, with varying degrees of success.

Broadcom® Symantec® and Carbon Black® researchers 
published a blog in July 2024 detailing how they had 
observed an increase in attacks that appeared to leverage 
LLMs to generate malicious code to download various 
malicious payloads.

The campaign targeted a wide range of sectors and 
involved phishing emails with attached ZIP archives 
containing malicious LNK files, which, once executed, 
triggered LLM-generated PowerShell scripts that led to the 
deployment of malware. Functions and variables were 
nicely formatted with leading single-line comments that 
used highly accurate grammar to explain their usage. Final 
payloads deployed in this campaign included the 
Rhadamanthys information-stealing malware and the 
CleanUpLoader backdoor (Broomstick, Oyster).

Figure 4:  An LLM-Generated PowerShell Script Used by the 
Malicious Actors

 

https://www.darkreading.com/cyberattacks-data-breaches/silver-fox-suspected-taiwanese-campaign-deepseek
https://www.group-ib.com/blog/gxc-team-unmasked/
https://www.security.com/threat-intelligence/malware-ai-llm
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LLM-generated code can also be used in the phishing stage 
and the payload delivery stage of an attack, an example of 
which Symantec researchers saw in another campaign. A 
malicious attachment to a phishing email executed an 
HTML file with embedded JavaScript that was highly likely 
to have been generated by an LLM. This script was 
designed to download and execute additional payloads, 
although the web page displayed in that case was fairly 
simple and the HTML behind it was small and quick to load. 
Analysis of the HTML file, which facilitates a crucial link of 
the attack chain, revealed the characteristic features of an 
LLM-generated file. The file itself can easily be produced 
automatically using an LLM, with little human effort required. 
Malware downloaded in this campaign included the Dunihi 
(H-Worm) malware, the ModiLoader (DBatLoader) malware 
loader, the LokiBot information-stealing Trojan, and 
NetSupport remote access tool, which had been leveraged 
by attackers as a remote access trojan (RAT). 

Proofpoint researchers, in an April 2024 blog, published 
research detailing how they had seen LLMs being used to 
write PowerShell code. This campaign targeted 
organizations in Germany and also delivered the 
Rhadamanthys malware. In this campaign, emails sent from 
the threat actor impersonated the German retail company 
Metro and purported to relate to invoices. This campaign 
bore a lot of similarities to the activity published about by 
Symantec researchers, so it may have been part of the 
same set of activity. The emails contained a password-
protected ZIP file that contained an LNK file that, when 
executed, triggered PowerShell to run a remote PowerShell 
script that would then deploy Rhadamanthys.

"Notably, when de-obfuscated, the second PowerShell 
script that was used to load Rhadamanthys contained 
interesting characteristics not commonly observed in code 
used by threat actors (or legitimate programmers)," the 
researchers said. "Specifically, the PowerShell script 
included a pound sign followed by grammatically correct 
and hyper-specific comments above each component of the 
script. This is a typical output of LLM-generated coding 
content, and suggests TA547 used some type of LLM-
enabled tool to write (or rewrite) the PowerShell, or copied 
the script from another source that had used it." While it can 
often be difficult to determine if something is human-
generated or produced by an LLM, certain characteristics 
can point towards something being machine generated.

In September 2024, HP Wolf Security reported in its Threat 
Insights Report that it saw evidence in Q2 2024 that a 
malware campaign spreading AsyncRAT was using 
VBScript and JavaScript that was highly likely to have been 
written with the help of generative AI. The researchers said 

that the scripts' structure, comments, and choice of function 
names and variables were strong clues that the threat actor 
used generative AI to create the malware. The researchers 
noted that the attacker left comments throughout the code 
for the VBScript and JavaScript, describing what each line 
does, even for simple functions. This is highly unusual for 
non-AI generated malware, and the researchers said that 
this, combined with other factors such as the scripts' 
structure, and the choice of function names and variables, 
made them think that it was highly likely that the attacker 
used generative AI to develop these scripts.

In March 2025, researchers at Tenable investigated if 
DeepSeek R1 could help it develop malware, such as 
keyloggers and ransomware. While DeepSeek initially 
refused to help the researchers create a keylogger or 
ransomware due to guardrails aiming to prevent it being 
used for malicious purposes, the researchers were able to 
overcome these qualms relatively easily by telling 
DeepSeek they were creating this malware for “educational 
purposes only”. DeepSeek did eventually produce a 
keylogger, however, the keylogger had a number of bugs 
that had to be fixed by the researchers, including 
hallucinations and errors in the code. According to 
researcher Nick Miles, "DeepSeek was four show-stopping 
errors away from a fully functional keylogger without any 
changes." He also then tried to get DeepSeek to hide the 
keylogger more effectively on the system, but errors in the 
code meant that human intervention was required for that 
step to work as well.

When asked to create ransomware, DeepSeek did once 
again have concerns. After tweaking their prompts, the 
researchers were eventually able to get it to create some 
ransomware samples, however, all of the samples had to be 
manually edited by the researchers before they would 
compile and work. "At its core, DeepSeek can create the 
basic structure for malware. However, it is not capable of 
doing so without additional prompt engineering as well as 
manual code editing for more advanced features," Miles 
concluded. 

DeepSeek is interesting because it is a reasoning LLM, 
which means it expresses its reasoning through a technique 
called chain of thought (CoT). CoT enables an LLM to use 
reasoning to take a prompt and break it down into 
manageable steps to improve the accuracy of its responses. 
CoT was introduced by Google in a 2022 paper entitled 
Chain-of-Thought Prompting Elicits Reasoning in Large 
Language Models. It is possible to see DeepSeek's chain of 
thought when it is coming up with its responses, and this 
could be helpful for malicious users; as while it might, for 
example, refuse to create a malware, its chain of thought 

https://www.proofpoint.com/us/blog/threat-insight/security-brief-ta547-targets-german-organizations-rhadamanthys-stealer
https://threatresearch.ext.hp.com/wp-content/uploads/2024/09/HP_Wolf_Security_Threat_Insights_Report_September_2024.pdf
https://threatresearch.ext.hp.com/wp-content/uploads/2024/09/HP_Wolf_Security_Threat_Insights_Report_September_2024.pdf
https://www.tenable.com/blog/deepseek-deep-dive-part-1-creating-malware-including-keyloggers-and-ransomware
https://arxiv.org/abs/2201.11903
https://arxiv.org/abs/2201.11903
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may reveal the theoretical steps it would take if it were to 
create one. "DeepSeek provides a useful compilation of 
techniques and search terms that can help someone with no 
prior experience in writing malicious code the ability to 
quickly familiarize themselves with the relevant concepts," 
Tenable concluded in its research. 

New ways to manipulate LLMs so that they can be used for 
ostensibly forbidden purposes are always being developed. 
In the 2025 Cato CTRL Threat Report, researchers 
revealed how they developed a new technique that they 
dubbed Immersive World, which uses narrative engineering 
to bypass LLMs' security controls. Using this technique, a 
Cato CTRL threat intelligence researcher with no prior 
malware coding experience was able to successfully 
jailbreak DeepSeek (R1 and V3), Microsoft Copilot, and 
OpenAI's ChatGPT-4o to create a fully functional Chrome 
infostealer for Chrome 133. The process involved creating a 
detailed fictional world in which a specific role was assigned 
to the LLM in order to bypass restricted operations. 
Instructions and queries from the user of the LLM needed to 
be given within the constraints of the narrative of this world 
for the LLM to cooperate. 

The LLM did require suggestions, feedback, and guidance 
to successfully develop the infostealer, with Cato CTRL 
saying that "as with any development process, crafting the 
malware with LLMs requires collaboration between humans 
and machines." However, the result was that a person who 
wasn't a malware developer or experienced coder was able 
to create fully functional code that would steal information 
from Google Chrome. While human input and collaboration 
was required for this activity, the capabilities of LLMs to do 
something like this dramatically lowers the barriers for entry 
for who can successfully create malware.

Most of these examples demonstrate how legitimate, widely 
used LLMs can be manipulated to assist with malware 
development and other nefarious threat actor activity. 
However, there are now also attacker-developed LLMs, 
such as Xanthorox AI, which SlashNext blogged about in 
April 2025.

Xanthorox, which was first seen in the first quarter of 2025, 
doesn't rely on jailbreaks or adaptations to existing AI 
models. Its developers say it is "a self-contained, multi-
model architecture hosted entirely on their own servers, 
enabling a local, unmonitored, and highly customizable AI 
experience."

Xanthorox's seller says that it runs on local servers that they 
control, which drastically reduces the chances of detection, 
shutdown, or traceability. According to SlashNext, they also 
say that Xanthorox boasts the following:

 Fully custom-built language models (no reliance on 
ChatGPT or similar) 

 Modular design allowing updates or replacement of 
capabilities

 Built-in voice and image handling modules
 Live Internet search scraping using over 50 engines
 Offline functionality, enabling use without network 

dependencies
 Data containment, removing the risks of third-party AI 

telemetry

Xanthorox can reportedly automate code generation, script 
writing, malware development, and vulnerability 
exploitation. It can also analyze images and support tasks 
that require logical consistency and effective 
communication. It can also extract and summarize content, 
such as technical documents or leaked data stolen by 
attackers.

Powerful, attacker-controlled tools like this could prove 
invaluable to cybercriminals, lowering barriers to entry for 
carrying out attacks, and allowing them to carry out more 
malicious activity in shorter timeframes. As legitimate LLMs 
and AI models continue to develop, it is undoubted that 
malicious actors will also continue to develop alternatives 
that attempt to leverage this powerful technology for 
malicious means. More than ever, this underlines the 
importance of ensuring your network is protected with the 
best and most up-to-date security software. 

Agentic AI: New Avenues of Attack?
While the development of LLM AIs has already proven to be 
beneficial for attackers, LLMs on their own are of limited use 
to attackers. While they can be used for the creation of 
phishing and disinformation materials or writing code, they 
remain passive, and it is up to attackers to implement 
whatever an AI assists them with. 

The arrival of AI agents, or Agentic AI, in 2025, heralded 
new possibilities for potential abuse by attackers. An agent 
is built on top of an LLM and is capable of autonomously 
performing tasks with minimal user involvement. Their 
introduction creates the possibility that attackers could 
leverage AI to execute malicious actions rather than simply 
using it to advise or assist.

OpenAI's Operator, since rebranded as ChatGPT Agent, 
was launched as a research preview on January 23, 2025, 
and shortly after its introduction our Threat Hunter Team 
carried out a research project to establish if the agent could 
be used to carry out an attack end-to-end, with minimal 
human intervention. 

https://go.catonetworks.com/rs/245-RJK-441/images/2025-cato-CTRL-threat-report.pdf
https://slashnext.com/blog/xanthorox-ai-the-next-generation-of-malicious-ai-threats-emerges/
https://slashnext.com/blog/xanthorox-ai-the-next-generation-of-malicious-ai-threats-emerges/
https://www.security.com/threat-intelligence/ai-agent-attacks
https://www.security.com/threat-intelligence/ai-agent-attacks
https://go.catonetworks.com/rs/245-RJK-441/images/2025-cato-CTRL-threat-report.pdf
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Targeted Attack

For the purposes of the exercise, we asked Operator to 
complete the following tasks:
 Identify who performed a specific role in our 

organization
 Find out their email address
 Create a PowerShell script designed to gather systems 

information
 Email it to them using a convincing lure

For our target, we chose one of our team members, Dick 
O'Brien.

Our first attempt failed quickly as Operator told us that it was 
unable to proceed "as it involves sending unsolicited emails 
and potentially sensitive information. This could violate 
privacy and security policies." 

However, tweaking the prompt to state that the target had 
authorized us to send emails bypassed this restriction, and 
Operator began performing the assigned tasks. 

Figure 5:  Successful Operator Prompt

Operator was able to quickly find our target's name, which 
is not surprising since Dick's name and job title appear a lot 
online, both on our own website and in the media. Finding 
his email address took a little longer because it isn't publicly 
available, but Operator succeeded by using some deduction 
by analyzing other Broadcom email addresses. 

Once it had established the email address, it drafted the 
PowerShell script. It opted to find and install a text editor 
plugin for Google drive. The Google account we used for the 
demonstration was created specifically for the purpose with 
the display name IT Support.

Interestingly, Operator visited several web pages about 
PowerShell prior to creating the script, seemingly to get 
some guidance on how it could be done. 

Figure 6:  PowerShell Script Created by Operator

The final step was to draft and send the email. Although only 
given minimal guidance in the prompt, Operator managed to 
create a reasonably convincing email, urging Dick to run the 
script. Although we told Operator we had been authorized to 
send the email, it required no proof of authorization and sent 
the email, even though Eric Hogan is a fictitious person. 

Figure 7:  Email that Operator Sent to Target, Symantec's Dick 
O'Brien

Potential for Abuse

Agents such as Operator demonstrate both the potential of 
AI and some of the possible risks. While agents may 
ultimately enhance productivity, they also present new 
avenues for attackers to exploit. The technology is still in its 
infancy, and the malicious tasks it can perform are still 
relatively straightforward compared to what may be done by 
a skilled attacker. 

https://workspace.google.com/u/0/marketplace/app/text_editor/591525900269
https://workspace.google.com/u/0/marketplace/app/text_editor/591525900269
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However, the pace of advancements in this field means it 
may not be long before agents become a lot more powerful. 
It is easy to imagine a scenario where an attacker could 
simply instruct one to "breach Acme Corp." and the agent 
will determine the optimal steps before carrying them out. 
This could include writing and compiling executables, 
setting up command-and-control infrastructure, and 
maintaining active, multi-day persistence on the targeted 
network. Such functionality would massively reduce the 
barriers to entry for attackers.

Vulnerabilities and Risks
Attackers using AI to assist in performing attacks is not the 
only risk that AI presents. Another danger lies in the 
potential for AIs to be manipulated into performing malicious 
actions. This could include misleading users, leaking 
sensitive data, or carrying out unauthorized actions. 

Behavior Manipulation

Research published by Princeton University and Sentient AI 
in May 2025 found that AI agents could be prompted to 
perform malicious actions by implanting artificial memories 
into the data they're trained on.

It found that features that permit agent customization based 
on user preferences are vulnerable to memory injection 
attacks, where a malicious actor could train them with 
carefully crafted prompts that will affect their future actions. 

"Think of it like gaslighting the AI; the attacker sneaks false 
information or instructions into the agent's memory logs, so 
later the agent 'remembers' something that never truly 
happened and acts on it," said Pramod Viswanath, 
professor of engineering at Princeton University.

The study showed how an attacker could train an agent to 
always send cryptocurrency payments to an attacker-
controlled wallet. The agent remembered the instructions 
and continued to do so when it received requests from other 
users.

EchoLeak Copilot Vulnerability

In May 2025, Microsoft patched what was reported to be the 
first zero-click vulnerability affecting an AI agent. The critical 
vulnerability, dubbed EchoLeak (CVE-2025-32711) affected 
Copilot, the AI assistant built into its Microsoft 365 suite of 
tools.

The vulnerability was discovered by researchers at security 
firm Aim Labs, who found that attackers could potentially 
steal sensitive information from targeted organizations by 
sending a specially crafted email to a user. Zero-click flaws 
are popular with attackers because they can work without 
any user interaction or knowledge, which can help to 
improve an attack's success rate.

The vulnerability exploited what was described as a new 
class of vulnerabilities called an LLM scope violation issue. 
It occurs when untrusted input from outside the organization 
is used to manipulate the AI to allow an attacker to access 
and exfiltrate privileged data from the system. 

To exploit the vulnerability, the attacker needed to hide 
instructions for the AI assistant inside a harmless looking 
email. When Copilot processes the email, in the background 
it reads and follows the hidden malicious AI prompt, which 
can be crafted to make it extract sensitive information such 
as emails, documents, chat histories, and SharePoint 
content. The stolen data is then covertly sent to the 
attacker's server via trusted Microsoft domains used by 
Teams or SharePoint, to help them bypass content security 
policies.

While there was no evidence of any real-world exploitation 
of the vulnerability, its discovery does highlight the 
additional risks posed by AI assistants.

Agent Manipulation

Another potential avenue of attack is through vulnerabilities 
in AI-powered browsers that allow attackers to manipulate 
AI agents into executing malicious commands without the 
end user's knowledge.

A recent study by Guardio concluded that autonomous 
agents often lack security protections, making them 
vulnerable to both traditional scams and novel AI-specific 
attacks.

Three attack scenarios were crafted to illustrate the risks 
posed by AI agents:
 A fake retailer site was used to trick the AI into making 

unauthorized purchases using saved payment data 
without seeking user consent.

 A phishing email disguised as coming from a well-
known financial institution was accepted by the AI, 
prompting it to visit a phishing site automatically.

 The most advanced attack scenario, dubbed 
PromptFix, used hidden malicious instructions in what 
appeared to be a normal CAPTCHA page, causing AI 
agents to perform unauthorized actions like clicking 
malicious buttons, which could lead to drive-by 
downloads and system compromises.

https://arxiv.org/pdf/2503.16248
https://arxiv.org/pdf/2503.16248
https://www.darkreading.com/cyber-risk/ai-agents-memory-problem
https://www.darkreading.com/cyber-risk/ai-agents-memory-problem
https://nvd.nist.gov/vuln/detail/CVE-2025-32711
https://www.aim.security/aim-labs/aim-labs-echoleak-blogpost
https://www.aim.security/aim-labs/aim-labs-echoleak-blogpost
https://guard.io/labs/scamlexity-we-put-agentic-ai-browsers-to-the-test-they-clicked-they-paid-they-failed
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These attacks exploited an inherent trust AI agents have in 
executing given instructions without human skepticism that 
could otherwise disrupt some of these attacks. 

ShadowLeak Vulnerability 

While EchoLeak was the first zero-click vulnerability 
affecting an AI, it wasn't long before a second was found. 

In September 2025, Open AI patched a zero-click 
vulnerability in its ChatGPT's Deep Research agent. 
Exploiting the vulnerability could have permitted attackers to 
exfiltrate sensitive user data from linked accounts, such as 
email or file stores, without any interaction from the user. 

Dubbed ShadowLeak, the attack could be triggered by 
sending a specially crafted email to a target, which the Deep 
Research agent running in the cloud would process quietly 
and autonomously, bypassing the user endpoint. 

Unlike previously discovered client-side vulnerabilities, 
ShadowLeak exploited the autonomous behavior of the AI 
agent running on OpenAI's cloud infrastructure to perform 
indirect prompt injection. Hidden instructions embedded in 
the email's HTML, using methods such as tiny fonts or 
white-on-white text, made them invisible to users, but were 
interpreted by the AI agent operating in the cloud service to 
extract private information from the user's inbox and send it 
to the attacker without the user having any knowledge it was 
happening.

Unauthorized Usage

Another major risk is presented by employees, either using 
unauthorized AI systems or failing to follow guidelines 
regarding sharing sensitive information with AIs.

It recently emerged that large numbers of employees may 
be leaking sensitive company data into generative AI tools. 
According to new research from security company LayerX, 
approximately 45% of employees are now using generative 
AI tools. However, the majority are using personal, 
unsanctioned accounts with services such as ChatGPT. 

A total of 77% of employees said they copy and paste data 
into AI services, while 22% said that these copy and paste 
operations contain personally identifiable information (PII) 
or Payment Card Industry (PCI) numbers. Furthermore, 
40% of file uploads to AI services include PII or PCI.

"Enterprises have little to no visibility into what data is being 
shared, creating a massive blind spot for data leakage and 
compliance risks," LayerX said.

Leveraging AI in Defense: Decades of 
Experience
While attackers have only recently begun attempting to 
incorporate AI into their toolkit, defenders are no stranger to 
the technology. The Broadcom Symantec and Carbon Black 
products have been using AI for decades, and continue to 
innovate. 

Bloodhound: Early AI-Powered Threat Detection

Symantec's use of AI dates back to the introduction of 
Bloodhound heuristic technology, one of the first 
implementations of AI in cybersecurity defenses.

The development of Bloodhound emerged from an 
awareness that traditional signature-based detection 
methods alone were no longer sufficient for addressing the 
rapidly evolving threat landscape. 

In addition to the accelerated rate of threat proliferation, the 
arrival of better obfuscation techniques and polymorphic 
engines were creating new challenges that couldn't be met 
by human analysts alone. To address this problem, 
Symantec researchers developed machine learning (ML)-
based systems capable of analyzing executable code with 
the same reasoning processes as human malware analysts.

Bloodhound can analyze executable files, identifying 
suspicious instruction sequences, unusual entry points, and 
anomalous section structures that indicate potential 
malicious intent. It incorporated dynamic behavioral 
analysis, creating virtualized execution environments where 
suspicious files could be safely executed while monitoring 
their system interactions.

The original Bloodhound implementation achieved 
remarkable detection rates, successfully identifying up to 
80% of new and unknown threats.

SONAR: Behavioral Analysis 

Symantec's next major AI innovation came with the 
introduction of Symantec Online Network for Advanced 
Response (SONAR) technology in 2008. SONAR 
represented the next evolution in AI-based detection, 
adding behavioral analysis to the file-based analysis 
pioneered with Bloodhound.

SONAR leverages ML to monitor system behavior in real 
time and identify malicious activities based on behavioral 
patterns rather than code signatures.

https://therecord.media/openai-fixes-zero-click-shadowleak-vulnerability
https://therecord.media/openai-fixes-zero-click-shadowleak-vulnerability
https://go.layerxsecurity.com/the-layerx-enterprise-ai-saas-data-security-report-2025
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Employing AI algorithms trained on vast datasets of both 
legitimate and malicious behaviors, SONAR can distinguish 
between normal system operations and suspicious activities 
that might indicate malware.

Reputation-Based Security

The next development came with the introduction of 
reputation-based security in 2009. Complementing file and 
behavioral AI detection technologies, reputation-based 
security can determine if a file is malicious or not by 
analyzing metadata and contextual data. Complex 
algorithms that factor in multiple attributes, such as the 
global distribution rates, usage patterns, prevalence, and 
lifespan, can accurately assess whether a file is malicious, 
even before anything is known about the content of the file 
or how it behaves. 

Cynic: Advanced Sandboxing and Behavioral Analysis

Further innovation came in 2015, with the introduction of 
Cynic, a cloud-based, AI-driven sandboxing and payload 
detonation service that can obtain the behaviors, memory 
snapshot, and network traffic of potential threats. Cynic can 
detect new threats by utilizing ML models trained on millions 
of detonated malware samples. In addition, Cynic is 
immune to advanced, virtual-machine-aware threats that 
employ environmental detection techniques to evade 
analysis in virtualized environments by identifying evasion 
techniques, including timing-based delays, hardware 
fingerprinting, and user interaction requirements.

Cloud Analytics: Advanced Threat Detection

One of the most significant evolutionary leaps came with the 
introduction of Cloud Analytics in 2018. Cloud Analytics was 
developed at a time when targeted attacks were developing 
into complex, multi-staged intrusions that involved heavy 
use of legitimate tools: either dual-use software installed by 
the attackers themselves, or living off the land, where 
attackers utilize tools already present on the target's 
network, usually Windows utilities and administration tools.

The incorporation of legitimate software into attacker toolkits 
presented a challenge for defenders, where traditional 
binary approaches to detection and protection—blocking 
suspicious files or behaviors—is overly simplistic.

Cloud Analytics is an AI-based detection technology that is 
trained on hundreds of thousands of targeted attacks 
previously investigated by Symantec and Carbon Black 
researchers. Cloud Analytics can correlate the relationships 

between seemingly unrelated events across multiple 
endpoints and time periods, making it capable of identifying 
coordinated, multi-stage attacks that traditional security 
tools might miss.

Adaptive Protection: Intelligent, Customized Defense

In recent years, the Symantec and Carbon Black team’s 
focus has shifted beyond using AI to power reactive 
defenses and on to developing proactive protections.

While Cloud Analytics will help network defenders identify 
and respond to attacker usage of legitimate tools, the best 
prepared organizations will want to preempt any malicious 
usage by locking down their networks and only permitting 
tools and behaviors that are normal and expected on 
network. The issue with this is that no two organizations are 
the same and what may be anomalous activity in one 
organization may be routine in an organization down the 
street. Since each organization is unique, creating a one-
size-fits-all security policy is ineffective. Secondly, admins in 
even small organizations may not have full visibility into 
what constitutes benign activity involving legitimate tools 
across their organization. 

Adaptive Protection leverages AI to address this problem by 
actively monitoring the user's network and learning from it to 
build a profile of normal usage. It will then proactively 
construct a policy framework that blocks malicious 
behaviors, while exempting learned normal behaviors. After 
a holding period of 90, 180, or 365 days, administrators can 
then turn this policy on, leaving them only to monitor and 
fine tune it if necessary. 

Adaptive Protection can block more than 450 potentially 
malicious techniques. For example, Microsoft Word running 
PowerShell will be blocked, except in cases where it falls 
into the normal scope of behavior.

For security teams, there are real benefits. Because 
Adaptive Protection allows legitimate actions while 
simultaneously blocking malicious techniques that are 
outside normal usage, it ultimately shrinks the attack 
surface and disarms attackers by stopping attempted living-
off-the-land attacks. In fact, it can stop living-off-the-land 
attacks even before security systems detect them on their 
own.

https://docs.broadcom.com/doc/reputation-based-security-en
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Incident Prediction: Moving ahead of Attackers

Perhaps the most significant development in Broadcom 
products’ use of AI came in early 2025 with the launch of 
Incident Prediction. Incident Prediction is the next evolution 
of intelligent, proactive protection. While virtually every 
detection and remediation solution today will focus on telling 
end users about what the attacker has already done on their 
network, none will tell you about what they're going to do 
next. 

As a result, responses to potentially malicious activity 
typically involve drastic measures, such as shutting down 
machines or entire networks to buy time for responders to 
investigate the intrusion and start remediation before the 
contagion can spread further. Such draconian shutdowns 
can cause costly operations disruption and reputational 
damage.

Incident Prediction leverages AI in a unique way to identify 
and disrupt sophisticated attacks. Trained on a catalog of 
more than 500,000 attack chains built by the Threat Hunter 
Team, Incident Prediction puts the advantage back in 
defenders' hands by predicting attackers' behaviors, 
preventing their next move in the attack chain (even when 
they're using living off the land techniques), and quickly 
returning the organization to its normal state.

The inspiration for Incident Prediction came from how 
generative AI LLMs can predict the next word in a sentence 
when generating text in search engines, email, and more. 
By leveraging our extensive attack chain repository and 
threat intelligence using advanced AI and ML, Incident 
Prediction can predict the next four or five moves attackers 
will take in a customer's environment with up to 100% 
confidence, disrupt them, and then automatically revert to 
normalcy right away. 

When the Symantec Endpoint Security Complete Cloud 
Analytics detects an incident, the security analyst is alerted 
within the Integrated Cyber Defense Manager (ICDM) 
console and by email. The security analyst can then view 
details of the incident, including observed behaviors that 
triggered the incident plus the predicted attacker behaviors 
and their associated probabilities. This gives the analyst 
granular visibility into what triggered the incident and the 
likely next steps the attacker would take. 

For example, an attacker is observed downloading and 
executing a JS file; then using wscript.exe to execute the JS 
file and launch a PowerShell command; and then 
PowerShell downloads a ZIP file over HTTP and extracts its 
content to the c:\users\public\ folder. Based on our 
catalog of more than 500,000 attack chains, the attacker's 

most likely next step is for PowerShell to execute a VBS file 
and attempt to steal credentials. The security analyst 
receives a list of the attackers' predicted next steps, as well 
as the probability (by percentage, from 0% to 100%) of them 
happening.

Based on the probability, the security analyst can then 
select the predicted behaviors to mitigate and apply them to 
the Adaptive Protection policy. This allows the security 
analyst to stop further damage by blocking the predicted 
malicious actions without having to shut down the entire 
system or network. The Adaptive Protection policy provides 
this fine-grained control, allowing normal business 
operations to continue while selectively stopping only the 
predicted attack behaviors. The system also creates a 
revert task, giving the analyst the ability to easily undo the 
mitigation steps if needed, after further investigation.

Interactive AI Assistant

The Symantec and Carbon Black AI Security Assistant 
operates as a virtual agent powered by generative AI. It can 
respond to natural language queries directly from the 
product console, taking data from multiple sources, 
including threat intelligence feeds and reports, Symantec 
and Carbon Black telemetry, detection and protection 
information, and technical documentation. 

The Assistant makes all data available in one place, saving 
the SOC analyst the trouble of locating it or learning how to 
query it. 

AI-Powered Incident Summarization

Symantec and Carbon Black teams are now using 
generative AI to address the critical problem of alert fatigue, 
with 83% of SOC analysts reporting overwhelming alert 
volumes and false positives. AI is used to analyze and 
synthesize complex incident data into human-readable 
narratives that analysts can consume and respond to 
quickly.

Each incident summary now begins with a comprehensive, 
plain-English explanation of the incident, followed by details 
such as attack chain breakdowns, suspicious command 
lines, key attack observations and patterns, and specific 
remediation steps. This approach dramatically reduces the 
mean time to understanding (MTTU) and mean time to 
acknowledge (MTTA), enabling analysts to quickly assess 
threat urgency, scope, and potential impact.
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Conclusion
AI will undoubtedly alter the threat landscape, with malicious actors demonstrating increasing capabilities in using AI for 
phishing, malware development, and automated attack execution. While there is no doubt that a growing number of threat 
actors will begin to use AI, the strategic advantage firmly remains with defensive organizations.

Symantec and Carbon Black product positioning is built on decades of experience in using AI to build innovative solutions, 
beginning with early innovations like Bloodhound heuristic technology and evolving through advanced systems such as 
Cloud Analytics and Incident Prediction. 

More critically, defenders possess access to high-quality, proprietary datasets comprising millions of analyzed threats and 
attack patterns, enabling the development of sophisticated AI models that can predict and preempt malicious activities. In 
contrast, attackers remain largely dependent on publicly accessible AI systems with inherent limitations and guardrails.

The introduction of proactive technologies like Adaptive Protection and Incident Prediction demonstrates how defenders can 
leverage AI not merely for reactive threat detection, but for predictive threat prevention with confidence rates approaching 
100%. 

As we continue to innovate with AI-powered defensive capabilities, organizations that invest in comprehensive AI-driven 
security solutions will maintain a decisive advantage over adversaries in the evolving digital threat landscape.

https://www.broadcom.com/
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